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Abstract 
 

Design an analysis system to find out graduation by comparing previous data and existing data to overcome errors in a college system. 

By taking data records that are already available to be processed using the naïve Bayes algorithm. This research was conducted at Uni-

versitas Maarif Hasyim Latif. In this case, the object of research is to analyze the data of students with naïve Bayes algorithms to find out 

their graduation. For sampling the data taken is the previous Faculty of Law Student data to be used as training data, to retrieve the entire 

data using data records that are already available in the Directorate of Information Systems. That the naïve Bayes algorithm can be used 

in the classification of data in the form of a string or textual. This is based on researchers' trials in taking examples of calculations that 

have been done before. To compare the results of the classification of graduation analysis using the naïve Bayes algorithm testing is done 

with a sample of data in the form of training data compared to data testing. From the calculations that have been made, the accuracy is 

77.78%. 
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1. Introduction 

Students are intellectuals who have high mobility and are a great 

asset that must be owned by a country. Young students are a very 

productive phase in moving and contributing to work. But the role 

of students at this time is inferior, because of the many lecture 

systems that are less supportive and not run optimally. The system 

at a college also sometimes experiences a lack of data which often 

affects student graduation. Because there are still system errors 

and still use conventional methods. 

According to Alfa Saleh in his research, the naïve Bayes method 

was used to predict the electricity usage of each household, out of 

60 data that were tested obtained 78.3333% accuracy for seven 

predictions, of which 60 data contained 47 household electricity 

usage data that were successfully classified with the right [1], [2]. 

Design an analysis system to find out a student's graduation with 

available data and apply a naïve bayes algorithm to compare the 

value of a student with a sample of data that has been prepared is 

one solution to overcome problems in a college system [3][4]. 

Based on the abundance of student data and data on the number of 

student graduations, hidden information can be known by pro-

cessing student data so that it is useful for the university. Data 

processing students need to be done to find out relevant infor-

mation in the form of new knowledge (knowledge discovery), for 

example, information about classifying student data based on pro-

files and academic data. The unique experience can help the uni-

versity to carry out a classification of student graduation rates to 

determine a strategy to increase graduation in the following years 

[5]–[8]. 

2. Method 

This research was conducted at Maarif Hasyim Latif University 

because there was no graduation analysis system in the infor-

mation system on the campus; this research was conducted for 

four months. In this case, the object of research is to analyse the 

data of students with naïve bayes algorithms to find out their 

graduation. For sampling the data taken is the previous Faculty of 

Law Student data to be used as training data, to retrieve the entire 

data using data records that are already available in the Directorate 

of Information Systems [9]–[11]. 

3. Result and Discussion 

The main problem raised from this research is how to build a sys-

tem that can analyze web-based student data from inputting Stu-

dent Main Number by the user to the system using the Naïve 

Bayes algorithm. The programming language of the system is 

built using the PHP language, the software for writing program 

code uses Sublime Text version 3.0 and for storing data using the 

XAMPP bundle as MySQL and as a local server. 

As a first step of the system needs analysis process, the purpose of 

this research will be re-described as the previous chapter is to 
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make a web-based student graduation level analysis system using 

the Naïve Bayes algorithm. Then this system will be a software 

that can analyze data from user input (input in the form of Student 

Main Number) in the column that has been provided so that it is 

straightforward for users to carry out an analysis process. 

In analyzing, this system compares the value of the data entered 

by the user with a date testing that has been set into the system 

using the Naïve Bayes algorithm. To find out how this algorithm 

works in the order, the author will explain in detail the process 

analysis. The stages that will be carried out to start the naïve 

Bayes algorithm in the graduation analysis system are as follows: 

1. Input made by the user is in the form of Student Identification 

Number 

2. Student ID numbers that have been inputted will process data 

mining on MySQL and will display related data 

3. If the Student Identification Number inputted is declared 

correct, the results of the data mining will be processed using 

the naïve Bayes algorithm. 

From the results of the performed tests using Rapid Miner training 

data that has been set into the system has an accuracy rate of 

77.78%. 

Fig. 1. Rapid Miner Accuracy Results 

Comparison of naïve Bayes algorithm calculations with the sys-

tem and using the same training data.  

Fig.2. Training Data 

 

From the training data above, if you know the data that contains : 

Fig. 3. Data Unknown Graduation Status 

 

From the data above the unknown status of the graduation attrib-

ute can be calculated as follows: 

 

P (right pass) = 6/9 = 0.66 

P (too late) = 5/9 = 0.55 

P (students | pass right) = 4/6 = 0.66 

P (student | graduated late) = 1/5 = 0.2 

P (workers | pass right) = 1/6 = 0.166 

P (worker | late in graduation) = 3/5 = 0.6 

P (female | pass right) = 3/6 = 0.5 

P (women | pass late) = 2/5 = 0.4 

P (male | pass right) = 2/6 = 0.33 

P (male | late in graduation) = 2/5 = 0.4 

P (There is no D or E | pass right) = 5/6 = 0.833 

P (There is no D or E value? Too late) = 1/5 = 0.2 

P (there is a D or E | pass right) = 1/6 = 0.166 

P (there is a value of D or E | late passing) = 4/5 = 0.8 

P (no arrears | pass right) = 2/6 = 0.33 

P (no arrears | late passing) = 1/5 = 0.2 

P (there is an arrears | pass right) = 3/6 = 0.5 

P (there is arrears | late in graduation) = 3/5 = 0.6 

Posterior Passed right = P (passed right) x P (student | passed 

right) x P (worker | passed right) x P (female | passed right) x P 

(male | passed right) x P (There is no D value or E | pass right) x P 

(there is a D or E | pass right) x P (no arrears | pass right) x P 

(there are arrears | pass right) 

 

= 0.66 x 0.66 x 0.166 x 0.5 x 0.33 x 0.833 x 0.166 x 0.33 x 0.5 = 

0.000272218 

 

Posterior Late graduation = P (late in graduation) x P (student | 

late in graduation) x P (worker | late in graduation) x P (female | 

late in graduation) x P (male | late in graduation) x P (No D value 

or E | late graduating) x P (there is a D or E value | late passing) x 

P (no arrears | late passing) x P (there are delinquency | late in 

graduation) 

 

= 0.55 x 0.2 x 0.6 x 0.4 x 0.4 x 0.2 x 0.8 x 0.2 x 0, 6 = 

0.000202752  

 

Because P (passed right)> P (too late to graduate), the results of 

the calculation above indicate that the graduation status that is not 

yet known is the right pass. From the manual calculation above, 

let's compare it to the calculation by the system that has been 

made. 

 
Fig. 4. Data that will be processed 

 

 
Fig. 5. System Process Results 

 

Based on the results of the above trials it can be concluded that 

this system still has responses that are still not correct because 

training data is entered into the system. So the system keeps com-

paring the data inputted with training data that is prepared into the 

system. 

4. Conclusion 

In this study, it can be concluded that the naïve bayes algorithm 

can be used in the classification of data in the form of string or 

textual. This is based on researchers' trials in taking examples of 

calculations that have been done before. To compare the results of 

the classification of graduation analysis using the naïve Bayes 

algorithm testing is done with a sample of data in the form of 

training data compared to data testing. based on the results of the 

analysis in this study, obtained naïve bayes accuracy for 39 data of 

law students with the stage of comparing training data and testing 

data has an accuracy of 77.78%. 
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